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Abstract

View updating problem is concerned with translating a view update into a corresponding update against the base data source. In our previous work, we solve the view updating problem in which both sources and views are represented by graph-structured data for general purposes. Since the solution is based on a sort of program inversion techniques, it often requires expensive computation to find the translation of view updating. The problem is that the expensive computation may be in vain when the updated view is invalid in the sense that either there is no candidate of corresponding sources or the corresponding source does not conform to user’s intention. In this paper, we present a method for checking view updatability in order to know whether the updated view is valid or not before computing the corresponding sources. To achieve a simple computation of view updatability checking, we introduce a new graph schema whose conformance is defined by graph simulation. Although the idea of our schema comes from the simulation-based graph schema proposed by Buneman et al., our schema can describe necessity of out-going edges, which was impossible in their schema. This improvement helps us to give a precise solution for view updatability checking.

1 Introduction

View updating problem is concerned with translating a view update into a corresponding update against a base data source. The problem has been extensively studied for decades, but it remains as a big challenge [2, 9, 11, 10, 17, 3], particularly when we want to treat graph structured data instead of relational database. It is, however, natural to adopt graph structured data to represent compound information in which their components are related in a complicated manner. For instance, in model-driven software
development, a relation between software components forms a graph as in UML [1] and MOF [20]. View updating on graph structures assists a bidirectional software development in which we can consistently manage multiple components.

Our previous work [13] gave a solution to the view updating problem in which both sources and views are represented by graph structures. In our solution, we employed a graph query language UnCAL [6] to describe view definitions which are transformations (queries) over graph structured data. One of the main advantages of UnCAL is its solid semantics foundation and efficient implementation. We do not have to care either termination or evaluation order even if an input graph data has cycle and shared nodes. Another advantage of UnCAL is that it provides a user-friendly interface language UnQL in which one can use the select-where syntax like SQL to query to graph data with regular path patterns. We solved the view updating problem for UnCAL by using trace information and an automatic inversion technique [13].

One limitation of the current view updating for UnCAL is its inefficiency in dealing with invalid view updates; it tries to propagate any view updates to the source. Since view updating often requires expensive computation, the attempt may fail and be in vain. Some updated view may have no corresponding updates. Some updated view may induce undesirable updates. These invalid view updates had better be detected before running the procedure.

In this paper, we propose a method for checking whether view updatability is valid or not before running view update translation. Our idea is to reduce the view updatability checking problem to computation of the range of a graph query followed by validation whether the updated view is in this range. Our contributions are two-fold. First, we introduce new graph schema, called VU-schema, to specify a set of graph data of desirable sources. Second, we show how to compute the range of a given UnCAL query for the source graphs conforming to such schema. Since the computed range is also represented by an analogous form to our schema, we can check view updatability by inspecting if an updated view conforms to the range.

More concretely, our graph schema is simulation-based, where the schema conformance is checked through the existence of a graph simulation. The idea has been proposed by Buneman et al. [4] who themselves invented the graph algebra UnCAL. Figure 1 shows their graph schema $S_1$, which we call UnCAL schema, and a graph $G_{pb}$ conforming to $S_1$, which represents a part of some phonebook data. The UnCAL schema is edge-labeled, similarly to UnCAL graph data. The difference between schemas and graphs is that edge labels in a schema are predicates on edge labels in graph data. In the schema $S_1$, regular languages are used as the predicates: for instance, $[0-9]^+$ is satisfied by any sequence of numeral characters and $\text{tel}|\text{mobile}$ is satisfied by both $\text{tel}$ and $\text{mobile}$. The schema conformance is checked by finding...
a simulation, that is, informally, a relation from nodes in the data to those in the schema with checking the predicates on their outgoing edges.

The problem of the UnCAL schema is that they cannot force existence of some specific edges. For example, suppose that $G_{pb}$ does not have the edge labeled with 03. The graph still conforms to $S_1$ even though it is strange as a database for phone books. In extreme case, even the graph obtained by removing all edges except entry edges conforms to $S_1$. The problem has already been pointed out in [4], which is caused by the unidirectionality of the simulation that is a basis of their schema conformance. It is not desirable to use the UnCAL schema in the context of view updating.

Our graph schema, VU-schema, overcomes the weakness of the UnCAL schema so that it can enforce the existence of specific edges. VU-schema is represented by a graph which has labels at not only edges but also nodes. Figure 2 shows two examples $S_2$ and $S_3$ of the VU-schemas. While each every label is a predicate like that of Un-CAL schemas, every node label is a finite set of predicates each of which requires the existence of an outgoing edge satisfying it in data graphs. The schema conformance of a data graph against a VU-schema is checked by finding a simulation between the data graph and the schema after assigning a set of labels of its outgoing edges to each node in the data graph. For example, the second node from the top in the VU-schema $S_2$ has a single predicate tel|mobile as its label. It requires for the corresponding node to have an outgoing edge labeled with either tel or mobile, while the node is not required to have an area edge. On the other hand, the second node from the top in the VU-schema $S_3$ has a set of two predicates (tel|mobile) and (area|mobile). It requires for the corresponding node to have outgoing edges, one of which is labeled with either tel or mobile and another of which is labeled with either area or mobile. Therefore, the node must have both tel and area edges when it has no mobile edge. The UnCAL schema of Buneman’s et al. can be regarded as a special one of VU-schema in which every node is labeled with an empty set of predicates. Note that all the schemas $S_1$, $S_2$ and $S_3$ have the same graph structure. In VU-schemas, we can represent various sorts of constraints by varying a set of predicates at the node label.

The rest of this paper is organized as follows. After explaining the graph models of UnCAL in Section 2, including the basic concepts of graph simulation and a known algorithm for finding a simulation, we briefly review UnCAL, the graph algebra being used to write graph queries whose updatability is to be checked, in Section 3. Then, we move to our framework, introducing a new graph schema, VU-schema, for describing
richer constraints that can enforce existence of specific edges in Section 4, and showing how the range of a graph query can be efficiently computed in Section 5. Finally, we discuss the related work in Section 6 and concludes the paper in Section 7.

2 UnCAL graphs and simulation

We start with introducing the notion of edge-labeled graphs, called UnCAL graph [6]. In this section, we present the UnCAL graphs and a simulation on them. Throughout the paper, let $\mathcal{L}$ denote a finite set of edge labels in data graphs and let $\mathcal{M}$ denote a set of markers used for connecting UnCAL graphs. Every marker is written as a symbol starting with $\&$ and the set $\mathcal{M}$ forms a monoid $(\&, \cdot)$ with a unit element $\&$ which is called default marker.

2.1 UnCAL graphs

An UnCAL graph is a quadruple $(V, E, I, O)$ where $V$ is a set of nodes, $E \subseteq V \times (\mathcal{L} \cup \{\varepsilon\}) \times V$ is a set of edges, $I$ is a partial function from $\mathcal{M}$ to $V$, and $O \subseteq V \times \mathcal{M}$. When $v = I(\&x)$ is defined for some $\&x \in \mathcal{M}$, we call $v$ input node; When $(v, \&y) \in O$ for $v \in V$, we call $v$ output node. These nodes play an important role to synthesize graphs as shown later. Intuitively, an input node is seen as a root node of graphs and an output node is used to connect with an input node of the same marker. Every UnCAL graph has at least one input node. We write $\mathcal{G}$ for UnCAL graphs. A relation $\mathcal{R} \subseteq V_1 \times V_2$ is called extended simulation if it satisfies all the following conditions:

(a) if $u_1 \prec u_2$ and $u_1 \xrightarrow{\varepsilon,a} v_1$, then there exists $v_2 \in V_2$ such that $v_1 \prec v_2$ and $u_2 \xrightarrow{\varepsilon,a} v_2$;

(b) if $u_1 \prec u_2$ and $u_1 = I_1(\&x)$, then $u_2 = I_2(\&x)$;

(c) if $u_1 \prec u_2$, $u_1 \xrightarrow{\varepsilon} v_1$ and $(u_1, \&y) \in O_1$, then $u_2 \xrightarrow{\varepsilon} v_2$ and $(u_2, \&y) \in O_2$;

(d) if $I_1(\&x)$ is defined, then $I_1(\&x) \prec I_2(\&x)$.

We write $\mathcal{G}_1 \prec \mathcal{G}_2$ when there exists an extended simulation between their nodes.

Henzinger et al. proposes a procedure to find a simulation between nodes of graphs [12]. Figure 3 shows the procedure which is specialized for UnCAL graphs to find an extended simulation. We use $\text{pre}_i(S)$ ($i = 1, 2$) for a function which returns $\{u \xrightarrow{a} v \in E_i \mid a \in \mathcal{L}, v \in S\}$ if $S$ is a set of nodes and $\{u \in V_i \mid u \xrightarrow{a} v \in S\}$ if $S$ is a set of edges. The procedure assumes that input UnCAL graphs have no $\varepsilon$ edges.

2.2 Extended simulation and bisimulation

The notion of simulation on UnCAL graphs is defined as extended simulation which is aware of markers and $\varepsilon$ edges. Let $\mathcal{G}_1 = (V_1, E_1, I_1, O_1)$ and $\mathcal{G}_2 = (V_2, E_2, I_2, O_2)$ be UnCAL graphs. A relation $\mathcal{R} \subseteq V_1 \times V_2$ is called extended simulation if it satisfies all the following conditions:
input: two UnCAL graphs $G_1 = (V_1, E_1, I_1, O_1)$ and $G_2 = (V_2, E_2, I_2, O_2)$ with no $\varepsilon$ edge
output: a partition $\Pi$ of $V_1 \cup E_1$ and a simulating function $r : \Pi \rightarrow 2^{V_2} \cup 2^{E_2}$.

\[ \Pi := \{ V_1 \} \cup \{ E_1[a] \mid a \in L \} . \]

\[ r(V_1) := V_2 . \]

\[ r(E_1[a]) := E_2[a] (a \in L) . \]

while there exists $P, Q \in \Pi$ such that $P \cap \text{pre}_1(Q) \neq \emptyset$ and $r(P) \nsubseteq \text{pre}_2(r(Q))$
do let $(P', P'') := (P \cap \text{pre}_1(Q), P \setminus \text{pre}_1(Q))$
in

\[ \Pi := (\Pi \setminus \{ P \}) \cup \{ P' \} . \]

\[ r(P') := r(P) \cap \text{pre}_2(r(Q)) . \]

if $P'' \neq \emptyset$ then
\[ \Pi := \Pi \cup \{ P'' \} ; r(P'') := r(P) . \]

Figure 3: Procedure FindSim for a simulation

edge since all $\varepsilon$ edges can be eliminated in a way similar to $\varepsilon$ transition removal for automata. See [12] for further detail of the procedure itself. For partition $\Pi$ and function $r$ which are an output of the procedure, we define a simulation by $\{ (v_1, v_2) \mid U \in \Pi, v_1 \in U \cap V_1, v_2 \in r(U) \}$. Although the procedure FindSim does not consider conditions (b),(c) and (d) on markers, they can be checked in the body of the while loop to find an extended simulation.

When both relation $R$ and its inverse relation $R^{-1}$ are extended simulations, we call $R$ extended bisimulation. The reader may recall weak bisimulation [18] as an analogous definition of bisimulation of graphs containing empty transitions like $\varepsilon$ edges of UnCAL graphs. Note that the notions of extended bisimulation and weak bisimulation are incomparable. The detailed comparison is found in [6]. In the rest of the paper, we say just simulation and bisimulation for extended simulation and extended bisimulation, respectively.

We say that a graph query $f$ is bisimulation-generic when $f(G_1)$ and $f(G_2)$ are bisimilar for any bisimilar UnCAL graphs $G_1$ and $G_2$. Every graph queries represented in the graph algebra UnCAL is bisimulation-generic. UnCAL identifies graphs with any bisimilar graphs.

2.3 Finding a simulation over infinite graphs

Henzinger et al. originally presents the aforementioned procedure for finding a simulation over infinite graphs [12]. This is because that the termination of the procedure does not require finiteness of graphs. When we have a finite representation of infinite graphs with some conditions mentioned later, we can apply the procedure FindSim for infinite graphs. Following Henzinger et al., we introduce the notion of ‘effectiveness’ of graphs.

First let us define effectiveness of classes. For a set $S$, a class $\mathcal{C} \subseteq 2^S$ is called effective representation over $S$ when

(1) $S \in \mathcal{C}$;
(2) $a \in T$ is decidable for any $a \in S$ and any $T \in \mathcal{C}$;
(3) $T = \emptyset$ is decidable for any $T \in \mathcal{C}$;
(4) $\mathcal{C}$ is effectively closed under boolean operations.
For instance, a set of all regular languages is an effective representation over a set of
strings, and a set of finite number of intervals of real numbers is an effective representa-
tion over real numbers.

Now we define effectiveness of UnCAL graphs. We say that an UnCAL graph
\( G = (V, E, I, O) \) is effective when there exists an effective representation \( C \) over \( V \cup E \)
such that \( V \in C, E[a] \in C \) for all \( a \in \mathcal{L} \), and \( C \) is effectively closed under the
\( \text{pre}_a \) operation in the procedure FindSim. The procedure FindSim always terminates
when both \( G_1 \) and \( G_2 \) are effective UnCAL graphs as shown in [12]. We can observe
that it is not necessary for \( G_2 \) to be exactly effective. We introduce pseudo-effective
representation for classes by replacing condition (4) into

\[(4)\quad C \text{ is effectively closed under union and intersection, and } P \subseteq Q \text{ is decidable for } P, Q \in C.\]

Since it only requires decidability of subsumption instead of effective closedness under
complement, we can claim that pseudo-effectiveness has a relaxed form of effective-
ness. As we define pseudo-effective graphs in a way similar to effective graphs, the
observation above leads the following theorem as shown in [12].

**Theorem 2.1** For an effective UnCAL graph \( G_1 \) and a pseudo-effective UnCAL graph
\( G_2 \), the procedure FindSim terminates when a finite simulation exists between them.

### 3 UnCAL: graph algebra

We present a graph algebra UnCAL [5, 6] used for specifying graph queries on UnCAL
graphs. In this section, we introduce eight constructors for UnCAL graphs and syntax
and semantics of UnCAL algebra.

Every UnCAL graph can be constructed by the following eight constructors:

\[
\begin{align*}
\{} & \text{a single node graph with no edge;} \\
\{l : G\} & \text{a graph with a single input node whose out-going edge is labeled with } l \\
& \text{and points to a graph } G; \\
G_1 \cup G_2 & \text{a graph consisting of input nodes each of which points to the corre-
ponding input node of } G_1 \text{ and } G_2 \text{ with } \varepsilon \text{ edges;} \\
& \&x := G \text{ a graph obtained by replacing input markers } \&z \text{ in } G \text{ with } \&x \cdot \&z; \\
& \&y \text{ a graph of a single output node whose marker is } \&y; \\
G_1 \oplus G_2 & \text{a graph consisting of two graphs } G_1 \text{ and } G_2 \text{ whose input markers are}
\text{disjoint;} \\
G_1 @ G_2 & \text{a graph obtained by gluing each output node in } G_1 \text{ with the corre-
spiring input node in } G_2; \\
\text{cycle}(G) & \text{a graph obtained by connecting each output node in } G \text{ with the corre-
sponding input node in } G \text{ using } \varepsilon \text{ edges.}
\end{align*}
\]
A graph algebra UnCAL is defined by adding two constructs, a conditional branch and structural recursion to the graph constructors above. The syntax of UnCAL is given by

\[
M ::= \{\} \mid \{L : M\} \mid M \cup M \mid \&x := M \mid \&y \\
\mid M \oplus M \mid M @ M \mid \text{cycle}(M) \quad \text{(CONSTRUCTORS)} \\
\mid \text{if } P(L) \text{ then } M \text{ else } M \quad \text{(CONDITIONAL)} \\
\mid \$g \quad \text{(GRAPH VARIABLE)} \\
\mid \text{rec}(\lambda(l, \$g).M)(M) \quad \text{(RECURSION)} \\
\]

\[
L ::= \$l \quad \text{(LABEL VARIABLE)} \\
\mid C \quad \text{(LABEL CONSTANT)} \\
\mid L + L \quad \text{(LABEL CONCATENATION)}
\]

where \( M \) and \( L \) range over UnCAL expressions and label expressions, respectively. The symbol \( P \) ranges over effectively representable predicates on \( L \). For example, it includes the predicate \( p_{a \cdot b} \) that “whether the label equals to \( a \)” and the predicate \( p_{a+b} \), that “whether the label matches a regular expression \( a+b^* \). Although we restrict label operations to only concatenation in the syntax above, it is easy to introduce other simple string operation or arithmetics. An expression \( \text{rec}(\lambda(l, \$g).M_1)(M_2) \) is a structural recursion on UnCAL graphs obtained by evaluation of \( M_2 \). The function part \( \text{rec}(\lambda(l, \$g).M_1) \) represents a function \( f \) satisfying

\[
\begin{align*}
    f(\{\}) &= \{\} \\
    f(\{L : G\}) &= M_1[\$l := L, \$g := G] @ f(G) \\
    f(G_1 \cup G_2) &= f(G_1) \cup f(G_2)
\end{align*}
\]

where \( M_1[\$l := L, \$g := G] \) denotes a substitution of \( L \) and \( G \) for \( \$l \) and \( \$g \) in \( M_1 \). Since all UnCAL graphs can be expressed in the form of \( \{l_1 : G_1\} \cup \cdots \cup \{l_n : G_n\} \), the expression \( f(M_2) \) can be evaluated using the three rules no matter what is obtained by evaluation of \( M_2 \). The second clause shows that each output node of graphs obtained from \( M_1[\$l := L, \$g := G] \) is glued with the corresponding input node of graphs obtained from \( f(G) \) with its succeeding subgraph \( G \). This recursive function can be implemented through memoizing the result for each subgraph even for the case where input graphs are circular because the function should return the same result for the same subgraph. Indeed, it is known that there is more efficient way to implement structural recursions of UnCAL as mentioned later. It is easy to write mutual recursive functions by using multiple input nodes.

We present the formal semantics of UnCAL expressions in Fig. 4, where \( [M]_\rho \) denotes a result of evaluation of an UnCAL expression \( M \) under an environment \( \rho \). An environment \( \rho \) is a function mapping from label variables and graph variables to labels and graphs, respectively, and the initial environment maps from a special variable \( \$db \) to the source graph. \( \text{dom}(f) \) denotes the domain of function \( f \) and \( \text{sub}(G, u) \) denotes a subgraph of \( G \) whose root is \( u \). We use \( \mu \) and \( \nu \) for Skolem functions to generate new nodes associated with their arguments. The conditions on input/output markers described in the definition of the semantics are statically inferred [6]. Hence, a set \( Z \) in the definition for rec can be statically computed from \( M_1 \).

Here, we give a brief explanation only for the rec construct which shows a characteristic feature of the semantics of UnCAL in Fig. 4. This semantics is called bulk semantics [6], which differs from the semantics described by the informal explanation.
\[
\{\} \rho = (\{v\}, \emptyset, \{\& \mapsto v\}, \emptyset) \quad \text{where } v \text{ is fresh}
\]

\[
[[L : M]] \rho = (\{v\} \cup V, \{v \xrightarrow{\&} u | u = I(\&)) \cup E, \{\& \mapsto v\}, O)
\]

where \((V, E, I, O) = [[M]] \rho, \quad l = [[L]] \rho, \quad \text{and } v \text{ is fresh}

\[
[M_1 \cup M_2] \rho = (\{v_m | m \in Z\} \cup V_1 \cup V_2, \quad \{v_m \mapsto u_k | u_k = I_k(m), k = 1, 2\} \cup E_1 \cup E_2, \quad \{m \mapsto v_m | m \in Z\}, O_1 \cup O_2)
\]

where \((V_1, E_1, I, O_1) = [M_1] \rho, \quad (V_2, E_2, I_2, O_2) = [M_2] \rho, \quad Z = \text{dom}(I_1) = \text{dom}(I_2), \quad \text{and } v_m \text{ with } m \in Z \text{ are fresh}

\[
[\&z := M] \rho = (V, E, \{\&z \cdot m \mapsto v | m \in \text{dom}(I), I(m) = v\}, O)
\]

where \((V, E, I, O) = [[M]] \rho
\]

\[
[\&z] \rho = (v, \emptyset, \{\& \mapsto v\}, \{(v, \&z)\}) \quad \text{where } v \text{ is fresh}
\]

\[
[M_1 \otimes M_2] \rho = (V_1 \cup V_2, E_1 \cup E_2, I_1 \cup I_2, O_1 \cup O_2)
\]

where \((V_1, E_1, I_1, O_1) = [M_1] \rho, \quad (V_2, E_2, I_2, O_2) = [M_2] \rho, \quad \text{and } \text{dom}(I_1) \text{ and } \text{dom}(I_2) \text{ are disjoint}
\]

\[
[M_1 \flat M_2] \rho = (V_1 \cup V_2, \{v_1 \mapsto v_2 | (v_1, m) \in O_1, \quad I_2(m) = I_2 \cup E_1 \cup E_2, \quad I_1, O_2)
\]

where \((V_1, E_1, I_1, O_1) = [M_1] \rho, \quad (V_2, E_2, I_2, O_2) = [M_2] \rho,
\]

\[
[[\text{cycle}(M)]] \rho = (\{v_m | I(m) = u\} \cup V, \quad \{v_m \mapsto u | I(m) = u\} \cup \{v \mapsto u | (v, m) \in O, \quad I(m) = u\} \cup E, \quad \{m \mapsto v_m | m \in \text{dom}(I)\}, \{(v, m) \in O | m \notin \text{dom}(I)\})
\]

where \((V, E, I, O) = [[M]] \rho \quad \text{with } v_m \in \text{dom}(I) \text{ are fresh}
\]

\[
\text{if } P(L) \text{ then } M_1 \text{ else } M_2 \rho = \left\{ \begin{array}{ll}
[[M_1]] \rho & \text{if } P([L]) \\
[[M_2]] \rho & \text{otherwise}
\end{array} \right.
\]

\[
[[\$g]] \rho = \rho(\$g)
\]

\[
[[\text{rec}(\$l, \$g), M_1]](M_2) \rho = (V, E_{\text{from}, E} \cup E_{\text{from}, V}, I, O)
\]

where \(G_2 = (V_2, E_2, I_2, O_2) = [M_2] \rho, \quad (V, E, I, O, e) = [M_1] \rho \cup \{$$l \mapsto d, \$g \mapsto \text{sub}(G_2, u)$} for e = $$d \mapsto u \in E_2,
\]

\[
Z = I_e \cup O_e, \quad V = \{\mu(u, e) | u \in V_e, e \in E_2\} \cup \{\nu(m, v) | m \in Z, v \in V_2\},
\]

\[
E_{\text{from}, E} = \{\mu(u, e) \xrightarrow{d} \mu(v, e) | u \xrightarrow{d} v \in E_e\},
\]

\[
E_{\text{from}, V} = \{\nu(m, v) \mapsto \nu(u, e) | e = v \mapsto u \in E_2, I_e(m) = u\},
\]

\[
\cup \{\mu(u, e) \mapsto \nu(m, v) | e = u \mapsto v \in E_2, (u, m) \in O_e\},
\]

\[
E_e = \{\nu(m, v) \mapsto \nu(u, e) | m \in Z, v \mapsto u \in E_2\},
\]

\[
I = \{n \cdot m \mapsto \nu(m, v) | I_2(n) = v, m \in Z\},
\]

\[
O = \{\nu(m, v), n \cdot m) | (v, n) \in O_2, m \in Z\}
\]

\[
[[\$l]] \rho = \rho(\$l) \quad [[C]] \rho = C \quad [[f(L_1, \ldots, L_n))] \rho = f([[L_1]] \rho, \ldots, [[L_n]] \rho)
\]

Figure 4: Bulk semantics of UnCAL algebra
above, called recursive semantics. In the bulk semantics, we can evaluate a rec expression by two steps: first we compute a ‘local result’ for each edge of the input graph independently, then we combine those results to obtain the output graph. Buneman et al. showed the bulk semantics coincides with the recursive semantics. We adopt the bulk semantics because it makes the range computation easier.

In the bulk semantics, an UnCAL expression \( \text{rec}(\lambda(l, g). M_1(M_2)) \) is evaluated in the following way, where \( \mu \) and \( \nu \) are used for Skolem functions to generate a new node: (1) obtain a graph \( G_2 \) by evaluating \( M_2 \); (2) for each edge \( e \) in \( G_2 \), evaluate \( M_1 \) with binding \( l \) and \( g \) to the edge label and the succeeding graph, respectively. Replace each node \( v \) with \( (v; e) \) in the graph to obtain a graph \( G_e \); (3) generate a node \( (m; v) \) for each node \( v \) and marker \( m \) in \( G_2 \); (4) for each edge \( e = v \rightarrow \_ \) in \( G_2 \), connect node \( \nu(m, v) \) with input nodes of marker \( m \) using \( \varepsilon \) edges; (5) for each edge \( e = \_ \rightarrow v \) in \( G_2 \), connect output nodes of marker \( m \) with node \( \nu(m, v) \) using \( \varepsilon \) edges; (6) for each input/output node of marker \( n \) in \( G_2 \), a node \( \nu(m, v) \) becomes input/output node of marker \( n \cdot m \) in the result of the rec expression.

Example 3.1 An UnCAL expression

\[
\text{rec}(\lambda(l, g). \begin{cases} 
\text{if } P_a(l) \text{ then } \{d : \&\} \\
\text{else if } P_c(l) \text{ then } \& \\
\text{else } \{l : \&\}
\end{cases}) (\$db)
\]

replaces every \( a \) edge into a \( d \) edge and contract all \( c \) edges. When the variable \( \$db \) binds a graph \( \bullet \stackrel{a}{\rightarrow} \bullet \), the expression returns a graph \( \bullet \stackrel{d}{\rightarrow} \bullet \) which is bisimilar to \( \bullet \stackrel{d}{\rightarrow} \bullet \) which do not have \( \varepsilon \) edges.

4 Simulation-based Graph Schema

Validity of view updating depends on whether the corresponding source satisfies constraints specified by users. We introduce a new kind of graph schema, VU-schema, to represent the constraints. Since our graph schema has a structure analogous to UnCAL graphs, the range of an UnCAL query corresponding to a source schema is easily computed as shown in the next section. In this section, we first review the UnCAL graph schema [4] and its limitation. After that, we shall define our graph schema which compensates the drawback.

Both the UnCAL schema and VU-schema are given using predicates on a set \( L \) of labels. As we use subsets of \( L \) as the predicates, \( a \in A \) means that \( a \) satisfies a predicate \( A \). We fix an effective representation \( C \) over \( L \) and consider predicates that are elements of \( C \) in the rest of the paper.

4.1 UnCAL Schema

An UnCAL schema developed by Buneman et al. is given by an edge-labeled graph, denoted by a quadruple \((V, E, I, O)\), as same as UnCAL graphs. Each label is a predicate on \( L \), that is an element of \( C \). The schema conformance of an UnCAL graph \( G \)
against an UnCAL schema $S$ is checked by the presence of simulation from the nodes of $G$ to those of $S$. Since the definition of simulation assumes that the domains of edge labels of two graphs are the same, we modify the UnCAL schema $S$ for its edge labels to range over $\mathcal{L}$ through the expansion procedure below before finding a simulation.

**Definition 4.1** The expansion $S^\infty$ of an UnCAL schema $S = (V, E, I, O)$ is given by an UnCAL graph $(V, E^\infty, I, O)$ with a possibly infinite number of edges, where $E^\infty = \{ u \xrightarrow{a} v \mid u \xrightarrow{A} v \in E, a \in A \}$. We say an UnCAL graph $G$ conforms to $S$ if $G \prec S^\infty$.

From the finiteness of a set of edges of an UnCAL schema $S$ and the effectiveness of predicates on $S$, we can check the schema conformance by the procedure $\text{FindSim}$. Note that we can use a finite representation of expansion of the UnCAL schema for implementation. We do not have to take into account its infiniteness.

We may directly compute a simulation $G \prec S$ by replacing the condition (a) with the following one as shown in [4]:

(a)$'$ if $u_1 \prec u_2$ and $u_1 \xrightarrow{e \cdot a} v_1$, then there exists $v_2$ such that $v_1 \prec v_2$, $u_2 \xrightarrow{e \cdot A} v_2$, and $a \in A$.

It is obvious that this definition is equivalent to the schema conformance based on expansion.

One of major advantages of the UnCAL schema is that we can easily compute the range of an UnCAL expression for a given schema. The range is obtained by the evaluation of UnCAL expressions on the UnCAL schema in a way similar to that on UnCAL graphs because the UnCAL schema has the same structure as an UnCAL graph. UnCAL schema has another advantage that we can check subsumption between two UnCAL schemas using the same simulation algorithm as the conformance checking.

Even though it has these nice properties, UnCAL Schema is not suitable to check view updatability. Buneman et al. themselves pointed out that UnCAL schema cannot enforce the presence of some label [4]. This comes from the definition of the schema conformance of a graph $G$ against an UnCAL schema $S$, which requires the existence of the corresponding node of (expansion of) $S$ for all nodes of $G$, but not the other way around. In this sense, all edges in the UnCAL schema are optional. UnCAL schema cannot describe necessary edges. Since a node with no edge is simulated by any node according to the condition (a) (or (a)$'$), even the single-node graph with no edge conforms to any UnCAL schema. It is not desirable for view updatability checking because we always have to allow for the source graph to be updated into the single node graph that has no information at all.

### 4.2 VU-schema

To solve the problem that the UnCAL schema cannot describe necessity of edges, we revise the definition of the graph schema and its conformance. Our schema, called VU-schema, is represented by a graph in which not only edges but also nodes are labeled. A VU-schema is formally represented by a quintuple $(V, E, I, O, [\cdot])$, where $V$, $E$, $I$ and $O$ are the same as the UnCAL schema and $[\cdot]$ is a labeling function from the set $V$ of nodes to the powerset $2^\mathcal{C} (\subseteq 2^{2^\mathcal{E}})$ of predicates.

Each edge label of a VU-schema is a predicate in $\mathcal{C}$ like UnCAL schema. Each node label of a VU-schema is a finite set of predicates in $\mathcal{C}$ each of which requires the corresponding node of a data graph to have an outgoing edge whose label satisfies
The schema conformance for VU-schema is defined by preprocessing both the data graph and the schema though that for the UnCAL schema is defined by preprocessing the schema only. In the following definition, for predicates (that is, subsets of C) \(A_1, \ldots, A_n, A\), we write \(A_1, \ldots, A_n \models A\) when \((A \cap A_1 \neq \emptyset) \land \cdots \land (A \cap A_n \neq \emptyset)\).

**Definition 4.2** The look-ahead graph of an UnCAL graph \(G = (V_G, E_G, I_G, O_G)\) is given by an UnCAL graph \((V_G \cup V_G^\circ, E^\circ, I_G, O_G)\), where \(V_G^\circ = \{v^\circ \mid v \in V_G\}\) and \(E^\circ = \{a \in \mathcal{L} \mid v \overset{a}{\rightarrow} u \in E_G\}\). The expansion of a VU-schema \(S = (V_S, E_S, I_S, O_S, [\_])\) is given by an UnCAL graph \((V_S \cup V_S^\omega, E_S^\omega, I_S, O_S)\) with a possibly infinite number of nodes and edges, where \(V_S^\omega = \{v^\omega \mid v \in V_S\}\) and \(E_S^\omega = \{v \overset{a}{\rightarrow} v^\omega \mid [v] \models A, A \text{ is finite}\} \cup \{v^\omega \overset{a}{\rightarrow} u \mid a \in A\} \). We say \(G\) conforms to \(S\) if \(G^\circ \prec S^\omega\).

Informally, simulation is checked after transforming the UnCAL graph so that each of its nodes conveys the information of all labels of the outgoing edges in one additional edge. For a node with no outgoing edge, the empty set is assigned as an edge label in the look-ahead graph. For example, the look-ahead graph of an UnCAL graph \(\bullet \overset{a}{\rightarrow} \bullet \overset{a}{\rightarrow} \bullet \)

is represented by \(\bullet \overset{a, b}{\rightarrow} \bullet \overset{a}{\rightarrow} \bullet \).

The relation \(\models\) in the definition above is used to enforce the presence of edges whose label satisfies a predicate of node labels of the VU-schema. The advantage of VU-schema is that we can specify both necessity and optionality of some edges. Even if an edge label does not satisfy all predicates at the corresponding node in the VU-schema, the edge is allowed to exist as far as it satisfies the label of the corresponding edge in the VU-schema.

If \(S^\omega\) is pseudo-effective for any VU-schema \(S\), we can employ the procedure \textit{FindSim} to check the schema conformance from the effectiveness of \(G^\circ\) and Theorem 2.1. In order for \(S^\omega\) to be pseudo-effective, it is necessary that for any finite sets \(P, Q \subseteq \mathcal{C}\), the subsumption between \(\{A \subseteq \mathcal{L} \mid P \models A, A \text{ is finite}\}\) and \(\{A \subseteq \mathcal{L} \mid Q \models A, A \text{ is finite}\}\) is decidable. It is shown by the following lemma.

**Lemma 4.3** Let \(P = \{P_1, \ldots, P_m\}\) and \(Q = \{Q_1, \ldots, Q_n\}\) be a finite subset of \(\mathcal{C}\). The following two statements are equivalent and both are decidable:

1. \((I)\) For any finite set \(A \subseteq \mathcal{L}\), \(P \models A\) implies \(Q \models A\).
2. \((II)\) For any \(1 \leq i \leq n\), there exists \(1 \leq j \leq m\) such that \(P_j \subseteq Q_i\).

**PROOF.** Since (II) immediately implies (I), it suffices to show that (I) implies (II). We prove it by contradiction. Suppose that (I) holds but (II) does not. From the negation of (II), we can take \(1 \leq i_0 \leq n\) such that \(P_j \cap Q_{i_0} \neq \emptyset\) for all \(1 \leq j \leq m\). When \(A\) is a finite set obtained by selecting an element of \(P_j \cap Q_{i_0}\) for each \(j\), it is obvious that \(P \models A\) and \(Q \not\models A\). This contradicts (I). We can conclude the equivalence between (I) and (II). Since (II) is decidable from the effectiveness of \(\mathcal{C}\), (I) is also decidable. ■

From the discussion above, we can claim that \(S^\omega\) is pseudo-effective for all VU-schema \(S\). It implies that the schema conformance of an UnCAL graph \(G\) against a VU-schema \(S\) can be checked by using the procedure \textit{FindSim}. From these facts and Theorem 2.1, the termination of the procedure depends on the existence of a finite
The range of an UnCAL expression $e$ for a VU-schema $S$ is a set of possible results of the evaluation of $e$ where the source graph conforms to $S$. We compute the range in a way similar to the method for the UnCAL schema presented by Buneman et al [4]. The basic idea is that we almost directly evaluate an UnCAL expression for a given VU-schema $S$ by exploiting the fact that the schema has an analogous structure to an UnCAL graph. In this section, we present a method for computing the range as a VU-schema in order to check the view updatability by the schema conformance. Since the current definition of VU-schema is less expressive to represent the precise range, we extend VU-schema following the method of Buneman et al.

5.1 Extension of VU-schema

Even though VU-schema is enough expressive to describe a specification of UnCAL graphs, VU-schema cannot represent the precise range of an UnCAL expression. This is because VU-schema cannot describe dependencies between subgraphs. It may remind the readers that the range of tree transformations for a regular tree language cannot be generally represented by any regular tree language [23]. For example, consider a VU-schema for the source $\emptyset [0-9]+ / / \emptyset$ and an UnCAL expression rec($h$;$g$){{$l$:1}}($db$). The schema is conformed to by a graph of a single edge labeled with numeral sequences; the UnCAL expression duplicates each edge from the root, e.g., for UnCAL graphs $\bullet \rightarrow \bullet$ and $\bullet \rightarrow \bullet \rightarrow \bullet$, the expression returns $\bullet \rightarrow \bullet \rightarrow \bullet$ and $\bullet \rightarrow \bullet \rightarrow \bullet$, respectively. The exact range should be “a set of graphs in which the first and the second edge from the root have the same label of a numerical sequence. There is no VU-schema representing the range, however. A na"ive method may overestimate the range by the VU-schema $\emptyset [0-9]+ \cap \{a\mid a=x\} / / \emptyset$, which is not precise because it contains an impossible view $\bullet \rightarrow \bullet \rightarrow \bullet$. This problem has already been pointed out by Buneman et al. [4]. They also gave a (partial) solution to it by introducing scoped variables, which is applicable to our VU-schema.

Dependency among edge labels can be represented by shared variables. In the example above, the range is represented by

$$
\emptyset [0-9]+ \cap \{a\mid a=x\} \rightarrow \emptyset [0-9]+ \cap \{a\mid a=x\} \rightarrow \emptyset
$$

using a shared variable $x$. It accepts graphs in which the first and the second edge have the same label. We can introduce multiple variables in an extended VU-schema. Each variable $x$ in the extended VU-schema $S = (V, E, I, O, [\cdot])$ has a scope, denoted by a VU-schema $S_x = (V_x, E_x, I_x, O_x, [\cdot]_x)$, which obeys the following rule:
(1) \( V_z \subseteq V, E_z \subseteq E, \text{dom}(I_z) \subseteq V_z, O_z \subseteq V_z \times M, \) and \([-\cdot]_z \subseteq [\cdot]; \)

(2) if \( u \xrightarrow{A} v \in E_z, \) then \( u, v \in V_z; \)

(3) if \( u \xrightarrow{A} v \in E, u \not\in V_z \) and \( v \in V_z, \) then \( v \in \text{dom}(I_z); \)

(4) if \( m \in M \) and \( I(m) \in V_z, \) then \( I_z(m) = I(m); \)

(5) if \( u \xrightarrow{A} v \in E, u \in V_z \) and \( v \not\in V_z, (u, m) \in O_z \) for some \( m \in M; \)

(6) if \( u \xrightarrow{A} v \in E_z, \) then \( x \) may be used as a label constant in the set \( A; \)

(7) if \( v \in V_z \) and \( A \in [v], \) then \( x \) may be used as a label constant in the set \( A; \)

(8) the scopes of two distinct variables are either related by subsumption or disjoint.

We call \( k\text{-variable VU-schema} \) for an extended VU-schema with \( k \) scoped variables. The ordinary VU-schemas presented in Section 4 can be seen as 0-variable VU-schemas. The schema conformance against a \( k\text{-variable VU-schema} \) is defined by expansion and simulation in the same way as that against the ordinary VU-schema. While we expand schemas for each edge in Definition 4.1 and Definition 4.2, we expand a \( k\)-variable VU-schema for each scope at the same time. The expansion of \( k\)-variable VU-schema is inductively defined as follows.

**Definition 5.1** Let \( S = (V, E, I, O, [\cdot]) \) be a \( k\)-variable VU-schema with scoped variables \( x_0, \ldots, x_{k-1}. \) The expansion \( S^\infty \) of \( S \) is a (possibly infinite) UnCAL graph given by \( S_k \) in the following procedure:

(i) Elimination of node labels: a VU-schema \( S_0 \) is given by the expansion \( S^\infty \) of \( S \) as shown Definition 4.2, where \( x_0, \ldots, x_{k-1} \) are regarded as label constants. For each variable \( x_i, \) all node labels are eliminated in a scope \( S_{x_i} \) and \( (S_0)_{x_i} \) is naturally defined.

(ii) Elimination of variables: \( S_{i+1} = (V_{i+1}, E_{i+1}, I, O) \) is obtained by removing a variable \( x_i \) from \( S_i = (V_i, E_i, I, O), \) where

\[
V_{i+1} = (V_i \setminus \{V_i\}_{x_i}) \cup \{v_a \mid v \in (V_i)_{x_i}, a \in \mathcal{L}(v_a = v \text{ for } v \in (I_i)_{x_i})\},
\]

\[
E_{i+1} = (E_i \setminus (E_i)_{x_i}) \cup \{a \xrightarrow{l[x := a]} v_a \mid u \xrightarrow{l} v \in E_{x_i}, a \in \mathcal{L}\}
\]

in which \( l[x := a] \) denotes a label obtained by replacing \( x \) with \( a \) in \( l. \)

We say a UnCAL graph \( G \) conform to \( S \) if \( G \prec S^\infty. \)

The expanded schema \( S^\infty \) for \( k\)-variable VU-schema is pseudo-effective since the number of steps for the expansion is finite. The order of variables does not affect the result of the expansion because of the scope rule (8).

Another improvement for computing of precise ranges is the introduction of \( \epsilon \) edges labeled with predicates in \( \mathcal{C}. \) This will be used for the range of if expressions in UnCAL. Since the expansion of these \( \epsilon \) edges replaces each predicate of their labels with labels that satisfies it, \( \epsilon \) edges labeled with the empty set are removed and the other \( \epsilon \) edges are left. We will show their usage in the next subsection.

We have to remark that these improvements are not sufficient for the computation of the exact range, unfortunately. A \( k\)-variable schema can describe dependencies between edge labels but not between structures of subgraphs. This problem is inevitable.
because of the expressiveness of \((k\text{-variable})\) VU-schema, which is similar to the well-known problem as a forward typechecking of XML transformation [23]. Hence, we just show the soundness of view updatability checking that “the view is in the computed range if there exists the corresponding source” in this paper. We compromise the completeness which is the opposite. Since Buneman et al. have shown “the computed range is the best approximation in UnCAL schema” instead of the completeness [4, Theorem 16], we expect the same result for our VU-schema. This is left as our future work.

5.2 Range computation

We can compute the range of an UnCAL expression for a given VU-schema in the same way as the evaluation of the expression because the VU-schema has an analogous structure to an UnCAL graph. Though it can be seen as a kind of abstract interpretation [8], we do not require a complicated domain such as CPO or complete lattices employed by general abstract interpretation since recursion in UnCAL can be evaluated in a simple bulk semantics as shown in Section 3.

The range of an UnCAL expression is computed as a \(k\)-variable VU-schema where \(k\) depends on the number of rec constructs in the expression. In Fig.5 and Fig.6, we define the range computation function \(I_p\) and the label function \(L_p\) with a variable environment \(p\). The environment \(p\) is a function which maps label variables and graph variables to labels and VU-schema, respectively. The initial environment is a function \(\{db \mapsto S_{in}\}\) with a VU-schema \(S_{in}\) for the specification of source graphs. \(I_p\) is a function from UnCAL expressions to \(k\)-variable VU-schemas. \(L_p\) is a function from label expressions to labels. Skolem functions \(\mu\) and \(\nu\) in the definition of \(I\), which are used in that of \([-]\) in Fig.4. Note that the function \(I\) does not compute node labels which stands for necessity of edges in VU-schema. We put them for the \(k\)-variable VU-schema of the computed range after removal of \(\epsilon\) edges, which will be explained later.

Since the ranges of most of UnCAL expressions are computed in a way similar to their semantics, we explain the range computation only for if and rec constructs. Our range computation follows the method presented in [4] except that necessity of edges has to be concerned.

The range of UnCAL expression \(\text{if } P(L) \text{ then } M_1 \text{ else } M_2\) depends on the result of the condition \(P(L)\). If we simply compute it by union of the ranges for \(M_1\) and \(M_2\), the computed range can easily be imprecise. For example, consider an UnCAL expression \(\text{rec}(\lambda(\$l, \$g).\text{if } P_{=a}(\$l) \text{ then } \& \text{ else } \{\$l : \&\})(\$db)\) which represents a graph query which contracts all \(a\) edges. If we take union of ranges for then- and else clauses as the range of the whole expression, we lose information which edges are labeled with \(a\) in the source. Therefore, we introduce special \(\epsilon\) edges labeled with predicates corresponding the condition for the if expression. Informally, when \(P\) is a predicate (that is, a set of labels) for the conditional branch, the range of the if expression is \(\emptyset \preceq P \preceq \text{ the range of } M_1\) and \(\text{ the range of } M_2\).

The range of UnCAL expression \(\text{rec}(\lambda(\$l, \$g).M_1)(M_2)\) is computed through the bulk semantics presented in Section 3. We first compute the range \(S_{M_2}\) of the argument \(M_2\), evaluate the expression \(M_1\) for each of the edge of \(S_{M_2}\), and combine all the results. For each edge \(e\) of \(S_{M_2}\), we introduce a scoped variable \(za\), whose scope is

*The concrete range computation for UnCAL schemas is found in their technical report of the same title.
\[ I_p(\emptyset) = (\{v\}, \emptyset, \{z \mapsto v\}, \emptyset, -) \] where \( v \) is fresh

\[ I_p(\{L : M\}) = ((v) \cup V, \{v \mapsto u \mid u \in \text{dom}(I)\} \cup E, \{z \mapsto v\}, O, -) \]

where \((V, E, I, O, -) = I_p(M)\), \(A = \mathcal{L}_p(L)\), and \(v\) is fresh

\[ I_p(M_1 \cup M_2) = (\{v_m \mid m \in M\} \cup V_1 \cup V_2, \]

\[{v_m \mapsto u_k \mid u_k = I_k(m), k = 1, 2} \cup E_1 \cup E_2, \]

\[{m \mapsto v_m \mid m \in M}, O_1 \cup O_2, -) \]

where \((V_1, E_1, I_1, O_1, -) = I_p(M_1)\)

\((V_2, E_2, I_2, O_2, -) = I_p(M_2)\)

\(M = \text{dom}(I_1) = \text{dom}(I_2)\)

\(v_m\) with \(m \in M\) are fresh

\[ I_p(\&z := M) = (V, E, \{\&z \cdot m \mapsto v \mid I(m) = v\}, O, -) \]

where \((V, E, I, O, -) = I_p(M)\)

\[ I_p(\&z) = ((v), \emptyset, \{\& \mapsto v\}, \{(v, \&z)\}, -) \] where \(v\) is fresh

\[ I_p(M_1 \oplus M_2) = (V_1 \cup V_2, E_1 \cup E_2, I_1 \cup I_2, O_1 \cup O_2, -) \]

where \((V_1, E_1, I_1, O_1, -) = I_p(M_1)\)

\((V_2, E_2, I_2, O_2, -) = I_p(M_2)\)

\(I_1\) and \(I_2\) are disjoint

\[ I_p(M_1 \odot M_2) = (V_1 \cup V_2, \]

\[{v_1 \mapsto v_2 \mid (v_1, m) \in O_1, I_2(m) = v_2} \cup E_1 \cup E_2, I_1, O_2, -) \]

where \((V_1, E_1, I_1, O_1, -) = I_p(M_1)\)

\((V_2, E_2, I_2, O_2, -) = I_p(M_2)\)

\[ I_p(\text{cycle}(M)) = (\{v_m \mid I(m) = u\} \cup V, \]

\[{v_m \mapsto u \mid I(m) = u} \cup \{v \mapsto v \mid (v, m) \in O, I(m) = u\} \cup E, \]

\[{m \mapsto v_m \mid I(m) = u}, \{(v, m) \in O \mid m \notin \text{dom}(I)\}, -) \]

where \((V, E, I, O, -) = I_p(M)\)

\[ I_p(\$g) = \rho(\$g) \]

Figure 5: Range computation of UnCAL expressions (except if and rec)
\[ I_p(\text{if } P(L) \text{ then } M_1 \text{ else } M_2) = \{ v_m \mid m \in M \} \cup V_1 \cup V_2, \]
\[ \{ v_m \xrightarrow{\text{pr}(L)} \ x_1 \mid u_1 = I_1(m) \} \cup \{ v_m \xrightarrow{\text{pr}(L)} \ x_2 \mid u_2 = I_2(m) \} \cup E_1 \cup E_2, \]
\[ \{ m \mapsto v_m \mid m \in M \}, O_1 \cup O_2, - \}
\]
where
\[ (V_1, E_1, I_1, O_1, -) = I_p(M_1) \]
\[ (V_2, E_2, I_2, O_2, -) = I_p(M_2) \]
\[ M = \text{dom}(I_1) = \text{dom}(I_2) \]
\[ v_m \text{ with } m \in M \text{ are fresh} \]
\[ I_p(\text{rec}(\lambda(\$l, \$g)\cdot M_1)(M_2)) = (V, E_{\text{from}E} \cup E_{\text{from}V}, I, O, -) \]
where
\[ G_2 = (V_2, E_2, I_2, O_2, -) = I_p(M_2), \]
\[ G_e = (V_e, E_e, I_e, O_e, -) = I_p(G_e) \]
\[ M = \text{dom}(I_e) = \text{dom}(I_2) \]
\[ Z = I_e \cup O_e \]
\[ V = \{ \mu(u, e) \mid u \in V_e, e \in E_2 \} \cup \{ \nu(m, v) \mid m \in Z, v \in V_2 \} \]
\[ E_{\text{from}E} = \{ \mu(u, e) \xrightarrow{A} \mu(v, e) \mid u \xrightarrow{A} v \in E_e \} \]
\[ E_{\text{from}V} = \{ \nu(m, v) \xrightarrow{A} \nu(m, e) \mid e \xrightarrow{L} v \in E_2, I_e(m) = u \} \]
\[ \cup \{ \mu(u, e) \xrightarrow{\text{pr}(L)} \nu(m, v) \mid e \xrightarrow{L} v \in E_2, (u, m) \in I_e \} \]
\[ \text{with scoped variables } z_e \text{ for } e \xrightarrow{A} \_ \in E_2 \]
\[ E_e = \{ \nu(m, v) \xrightarrow{A} \nu(m, u) \mid m \in Z, v \xrightarrow{A} u \in E_2 \} \]
\[ I = \{ n \cdot m \mapsto \nu(m, v) \mid I_2(n) = v, m \in Z \}, \]
\[ O = \{ \nu(m, v), n \cdot m \mid (v, n) \in O_2, m \in Z \} \]
\[ L_p(\$l) = \rho(\$l), \quad L_p(C) = C, \quad L_p(f(L_1, \ldots, L_n)) = f(L_p(L_1), \ldots, L_p(L_n)) \]

Figure 6: Range computations for if, rec and label expressions.
$G_e$, to compute the range of $M_1$. Intuitively, $z_e$ corresponds to an edge label of a graph conforming to $S_{M_2}$, which is bound to $g$. This scoped variable is used to share the edge label on computing the range $G_e$, that is a ‘local’ result of $M_1$ at the edge $e$.

The procedure of the range computation explained so far is the same as the original one for UnCAL schemas [4]. For the range computation on VU-schema, we have to take into account node labels for necessary edges. They are put after removal of $\vdash$ edges for the computed range.

We remove $\vdash$ edges by replacing all occurrence of $u \xrightarrow{A} u_1 \xrightarrow{A_2} \ldots \xrightarrow{A_n} v$ with $u \xrightarrow{A'} v$, which is a traditional way for $\vdash$ transition removal in automata theory.

Since an $\vdash$ edge in VU-schemas is labeled with a subset of $L$, we integrate all concerning labels in the replacement. For a path $u \xrightarrow{A_1} u_1 \xrightarrow{A_2} \ldots \xrightarrow{A_n} v$ in VU-schema, we replace it with $u \xrightarrow{A'} v$ where $A' = \{ a \in A \mid A_1 \neq \emptyset, \ldots, A_n \neq \emptyset \}$. This replacement may be applied in multiple times for the same non-$\vdash$ edge like $\vdash$ transition removal in automata theory.

Now we are ready to put node labels on the VU-schema after the $\vdash$ edge removal. Let $u$ be a node in the VU-schema and $E_u$ a set of all outgoing edges of $u$. For a scoped variable $z_e$, we know that it comes from a non-$\vdash$ edge from the procedure of the range computation. When $P_e$ denotes a set of predicates labeled for a source node of $e$, the label $\llbracket u \rrbracket$ contains a predicate

$$A \setminus \{ a \in A \mid z_e \in \bigcap_{P \in P_e} \mathcal{P} \}$$

for each edge $e' = u \xrightarrow{A} \vdash v \in E_u$. The predicate forces to have an edge which is originated from some necessity edges. Since these kinds of predicates is defined for each edge in $E_u$, the cardinality of $\llbracket u \rrbracket$ coincides with that of $E_u$.

Let $I^+$ be a range computing function which returns VU-schemas after adding node labels to the result of the function $I$. The definition of $I$ basically follows that of $\llbracket \cdot \rrbracket$. It can be shown by simple induction on the structure of UnCAL expression that $\llbracket M \rrbracket_{\rho'}$ conforms to $I^+(M)$ conforms to for any UnCAL expression $M$ and any environments $\rho$ and $\rho'$ such that $\rho'(\$g$)$ conforms to $\rho(\$g$)$ for all graph variables $\$g$ and $\rho'(\$l$) = $\rho(\$l$)$ for all label variables $\$l$. Therefore we have the following theorem.

**Theorem 5.2** Let $S$ be a VU-schema, $G$ be a finite UnCAL graph conforming to $S$, and $Q$ be an UnCAL expression. Then the UnCAL graph $\llbracket Q \rrbracket_{\{ \$db \vdash G \}}$ conforms to $I^+(\$db\vdash S)(Q)$.

From the decidability of the schema conformance on $k$-variable VU-schema, this theorem shows that it is decidable whether there exists the corresponding source for the updated view. Note that our view updatability checking is sound but not complete, however. Since the computed range is just an approximation, there can be the case where no source graph corresponds to an updated view in the range. As aforementioned, it is impossible to compute the exact range in the present VU-schema.

## 6 Related work

Many models of graph transformation have been proposed in the literature [22, 16]. The reason why we choose UnCAL to describe graph queries is that UnCAL has a solution to the view updating problem [13].
We introduce a simulation-based graph schema, VU-schema, following UnCAL schema [4]. It helps us to easily compute the range of graph queries. We improve UnCAL schema so that it can describe both necessity and optionality of edges.

There exists other work to describe a specification of graphs. Klarlund and Schwartzbach [15] proposed graph types to describe a shape of graphs for the same purpose as ours. A graph type is represented by a tree with pointers which is analogous to a rooted graph we deal with. However, we cannot use graph types in the context of view updatability checking of UnCAL graph queries because two bisimilar graphs that UnCAL regards as equivalent ones can have different graph types.

Computing the image of graph transformation as a VU-schema can be considered as a kind of type inferences. It reminds us of a relation with a type inference for polymorphic records [21, 19] by identifying edge labels with fields of records (or objects). Major difference is that none of them can deal with dynamically evaluated values for the names of fields. In contrast, VU-schema allows edge labels to have any kind of values, e.g., strings, integers and reals which can be a result of evaluation. Additionally, their record types have the same problem on graph equivalence in UnCAL as graph types.

Another possible approach to describing graph structures is to use monadic second-order logic (MSO). Although MSO formulae can describe more flexible constraints on the shape of graphs than VU-schema, we must carefully choose an appropriate subclass of MSO theory to be decidable. Inaba et al.[14] attack the validation problem of UnCAL by reducing it into decidable MSO formulae. They cannot deal with all expressions (of UnCAL) as we can tackle, however, because that graph transformation defined by an MSO formula is linear-size increase from the definition [7], i.e., the size of outputs is linearly bounded with that of inputs. It is easy to define quadratic-size increase transformation through nested structural recursion.

7 Conclusion

We have proposed a new graph schema, VU-schema, and a novel method for computing the range of a graph query for sources conforming to a schema in order to check view updatability for the query. VU-schema is simulation-based in the sense that the schema conformance is checked by finding simulation relation between a given schema and graph. The idea is borrowed from UnCAL schema of Buneman et al., but have improved their schema so that it can enforce necessity and optionality of certain edges. Our framework presented in this report will be implemented as a part of our system, GRoundTram (http://www.biglab.org/), which involves view updating on graph queries.
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